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Overview

The Virtual SAN is native version of KernSafe iSCSI SAN cross-platform which can work in the VMWare

cSphere (ESX, ESXi) and Citrix XenServer host machine. It quickly brings the benefits are:

1. Build Hyper-Converged Infrastructure or high availability visualization server with only two servers

(two nodes high availability).

2. Convert VMWare vSphere and Citrix XenServer into hyper converged servers, allows it can provide

both compute and storage service.

Citrix Xen Server™ is the only enterprise-class, cloud-proven virtualization platform that delivers the
critical features of live migration and centralized multi-server management at no cost. Xen Server is an
open and powerful server virtualization solution that radically reduces datacenter costs by transforming
static and complex datacenter environments into more dynamic, easy to manage IT service delivery

centers.

High availability is the implementation of technology so that if a component fails, another can take over
for it. By using highly available platforms, the downtime for a system can be reduced, and, in many cases,

it can be reduced to a short enough time that the users of the system do not see the failure.

Now, assume you have two servers want to run XenServer, have IP address as follows:

Name IP Address oS Usage

Manage Node | Any Windows Management

Nodel 192.168.0.231 Bare or Linux Compute and storage
Node2 192.168.0.232 Bare or Linux Compute and storage

Install XenServer

You need two servers which running XenServer. XenServer must first be installed on to a suitable
machine that will be used to create the virtual environment. For how to obtain or install Citrix Xen

Server, please contact the Citrix supplier.




Install Virtual Native SAN

Logon to XenServer nodes to console by local server machine or ssh:

#ssh root@192.168.0.231

Download KernSafe Virtual Native SAN:

#wget http://www.kernsafe.com/download/virtual-native-san.5.30.tar.gz

Note the version number can be changed if new version available.

#tar -zxvf virtual-native-san.5.30.tar.gz

Enter the VirtualSAN directory:

[root@localhost packagel#t ls

[root@localhost packagel#t _

Install it

#./install

[rootPlocalhost packagel#t .~-install.sh
Stoping Kern3afe 3uperSAN OR

Starting Kern3afe 3uper3SaAN OR
[root@localhost packagel#t _

Now the VirtualSAN has been installed to XenServer host machine, redo the work on another node.
Configure firewall

You need add TCP port 3260 and 3261 to be opened in firewall, or just disable if you are running in

testing mode:

#service iptables stop


mailto:root@192.168.0.231
http://www.kernsafe.com/download/virtual-native-san.5.30.tar.gz

Configuring on Management Node

The same as XenServer, VirtualSAN does also need Windows based machine as management node, in

Windows:
Launch KernSafe iSCSI SAN Management Console.

Click Server->Add another server menu item, the Add Server dialog shows.

Add Server ot

Enter the host name or IP address and port of the server you want
to add and your user login credentials for that server.

SErver: 192.1658.0.231

IJzer login credentialz

Lser name: | root |

Password: |uuuu |

OK || Cancel |

Fulfill the dialog with the credential of remote KernSafe VirtualSAN server, then click the OK button to
add.

Do the same way with the second server.

Note: if you are running trial mode, you need click the “Start” button to manually start iSCSI service.
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Create Target on Nodel

Launch the iStorage Server Management Console, press the Create button on the toolbar of iStorage

Server management console, the Create Device Wizard is shown.

Select a device type



Create i5C5] Target Wizard

iSCS| Device Type o |

g ]

Select which device type of the i5C5| target you want to create,

{_) Optical Device
Create iSC5| target by using physical optical drive or CO/ DVD image file.
() Advanced Device
Create advanced iSCSI target such as COP device and snapshot linked device.

< Back et> || Cancel

Choose Hard Disk.

Press the Next button to continue.

Select a medium type.



Create i5C5] Target Wizard

iSCS| Medium Type 5l

Select medium of the i5C5] disk you want to create, -

Create iSC5| disk by using standard image file or Vitual Hard Disk ((VHD).

() RAM Space
Create iSCS| disk by using memary space.

() Security Images

Create iSCS| disk images for each intiators, any image is individual for each initiator.
() Disk Partition

Create iSC5| target by using a disk partition.

() Physical Disk
Create iSC5| target by using physical disk.

]

< Back Net> || Cancel

Choose Image File in iSCSI Medium Type window.
Then press Next button to continue.

Select an Image type.



Create i5C5] Target Wizard

iSCS| Image Type
Select image type of the i5C5| disk you want to create.

(@) Standard Image File
Create iSC5| disk by using a standard disk image file.

(O Virtual Hard Disk (VHDX)

() Wirtual Hard Disk (VHD)
Create iSC5| disk by using a Virtual Hard Disk: image file.

Create iSCS| disk by using a VHDX {madmum &4T) image file.

g ]

Choose Standard Image File.

Press the Next button to continue.

Specify image file path and size.




Create i5C5] Target Wizard

Virtual Image Disk Configuration |
Specify a image file full path and parameters.
Image file parameters
(®) Create 3 new image file () Use existing image file

Full path and name of the image file:

|fmr|tfsdbﬁﬂn.img |
Device Size in MBs: .

[ Fill with zeros [] Enable windows cache

File system options
[ ] 5parse file (Recommended for image files smallerthen 1TE)
[ ] Compressed (Enable file system compress features)
[ ] Encrypted {Enable NTFS encryption features)

< Back Net> || Cancel

Specify the image file.

Specify the device size.

Press the Next button to continue.

Set authorization mode.



Create i5C5] Target Wizard

Authorization

You can select an authorization mode, Ancnymous, CHAP or IP filter.,

Select this option to disable any authorization.

() CHAP
Select this option to use CHAP authorization.

(_JIP Filter
Select this option to use |P address authorization.

() Mixed
Select this option to use both CHAP and IP address authorization.

Inhert securty roles from global settings.

Choose Anonymous authorization.

Press the Next button to continue.

Finish creating iSCSI Target




Create i5C5] Target Wizard >

Completing the Create iSC51 Wizard i 3

il

You can specify a target name and other options to complete 15C5] target creating.”

Basic Target Information
Target Mame:

| iqn. 200603 com kemsafe xenserver] Image Disk 0

Beport as readonly device when initiator can not get wiite access
Enable multiple initiators with full access connected (sharing and clustering)

Mote

By default, only one client has full access rght, when the second initiaer log on with full
access, it will fail.

But this option is usfull for clustering, disk sharng and MNAS.

< Back Finish || Cancel

Type a target name in the Target Name field, we use ign.2006-03.com.kernsafe:xenserverl.ImageDisk0

as an example.
Check the Enable multiple initiators with full access connected (sharing and clustering) check box.

Press the Finish button to complete create target.

Create Target on Node2

Launch the iStorage Server management consolle, press the Create button on the toolbar of iStorage

Server management console, the Create Device Wizard is shown.

Select a device type



Create i5C5] Target Wizard

iSCS| Device Type o |

g ]

Select which device type of the i5C5| target you want to create,

{_) Optical Device
Create iSC5| target by using physical optical drive or CO/ DVD image file.
() Advanced Device
Create advanced iSCSI target such as COP device and snapshot linked device.

< Back et> || Cancel

Choose Hard Disk.

Press the Next button to continue.

Select a medium type.



Create i5C5] Target Wizard

iSCS1 Medium Type 5

Select medium of the i5C5] disk you want to create, e

) RAM Space
Create iSC5| disk by using memorny space.

() Security Images

Create iSCS| disk images for each inttiators, any image is individual for each initiator.
() Disk Partition

Create i5C5 target by using a disk partition.

() Physical Disk
Create iSC5] target by using physical disk:.

< Back Ned> || Cancel

Choose Image File in iSCSI Medium Type window.

Then press Next button to continue.

Select an Image type.



Create i5C5] Target Wizard

iSCS| Image Type
Select image type of the i5C5| disk you want to create.

(®) Standard Image File
Create i5C5| disk by using a standard disk image file.

() Wirtual Hard Disk (VHDX)
Create iSCS| disk by using a YHDX {madmum &4T) image file.

() Wirtual Hard Disk (VHD)
Create i5C5] disk by using a Virual Hard Disk image file.

Choose Standard Image File.

Press the Next button to continue.

Specify image file path and size.




Create i5C5] Target Wizard

Virtual Image Disk Configuration &
=

Specify a image file full path and parameters.

Image file parameters
(®) Create 3 new image file () Use existing image file

Full path and name of the image file:

|fmr|tfsdbﬁﬂn.img |
Device Size in MBs: .

[ Fill with zeros [] Enable windows cache

File system options
[ ] 5parse file (Recommended for image files smallerthen 1TE)
[ ] Compressed (Enable file system compress features)
[ ] Encrypted {Enable NTFS encryption features)

< Back Net> || Cancel

Specify the image file.

Specify the device size.

Press the Next button to continue.

Set authorization mode.



Create i5C5] Target Wizard

Authorization

You can select an authorization mode, Ancnymous, CHAP or IP filter.,

Select this option to disable any authorization.

() CHAP
Select this option to use CHAP authorization.

(_JIP Filter
Select this option to use |P address authorization.

() Mixed
Select this option to use both CHAP and IP address authorization.

Inhert securty roles from global settings.

Choose Anonymous Authorization.

Press the Next button to continue.

Finish creating iSCSI Target




Create i5C5] Target Wizard >

Completing the Create iSC51 Wizard i 3

il

You can specify a target name and other options to complete 15C5] target creating.”

Basic Target Information
Target Mame:

| ign. 200603 com kemsafe xenserver? Image Disk | |

Beport as readonly device when initiator can not get wiite access
Enable multiple initiators with full access connected (sharing and clustering)

Mote

By default, only one client has full access rght, when the second initiaer log on with full
access, it will fail.
But this option is usfull for clustering, disk sharng and MNAS.

< Back Finish || Cancel

Type a target name in the Target Name field.
Check the Enable multiple initiators with full access connected (sharing and clustering) check box.

Press the Finish button to complete create target.

Creating Application on Nodel

On Serverl, right click Applications on the left tree of the main interface, choose Create Application on

the pop-up menu, the Create Application Wizard widow will be shown.



Create Application Wizard

Application Type &1
Select which type application that you want to create,

) Synchronous Replication

Create realtime remote synchronous replication to i5C51 target orimage file.
() Asynchronous Replication

Create realtime remote asynchronous replication to i5C5] tanget or image file.
(®):High Awailability Node:

Create a high-availability iSC51 SAN node or synchronizing with other iSCS| targets.

< Back et> || Cancel

Choose High Availability Node.

Then press Next to continue.



Create Application Wizard >
L
Failover Configuration L ]
You can specify two servers to fail over each other.
Base Target
Tanget Mame Device Type
ign.2006-03.com kemsafe xenserver].ImageDisk 0 gl
Partner Target
| | Setting |
< Back Net> || Cancel |

Check the ign...xenserverl.lmageDisk0 storage and click Edit to find the mirror target.

Select i5C5| Target >
—I5C5] Source
Hast Name: |192.1 £5.0.232 | Part: | 3260
— CHAP
[ ]Use CHAP to logon
Idzer Marme:
Secret;
— Target
Target: | iqn. 2006-03 com kemsafe xenserver? ImageDisk 0 L4

| Digcoveny || QK || Cancel




Input the IP and port of server2 in iSCSI Source tab, and then click Discovery on the bottom of the

window to find the mirror target, choose the ign...xenserver2.ImageDisk0 in the down-list.
Press OK button to continue.

Note: If the target needs CHAP authorization, you should provide User name and secret to logon.

Create Application Wizard >
Failover Configuration {J
]
You can specify two servers to fail over each other, =
Base Target
Target Mame Device Type
ign. 2006-03 .com kemsafe xenserver] .Image Disk 0 Dlizke
Partner Tanget
ign.2006-03 com kemsafe xenserver? Image Disk 0 | | Setting |
< Back Ned> || Cancel |

The mirror target will be added to the window, then click Next button to continue.



Create Application Wizard >

Synchronization Settings o8
=
You can specify parameters for synchronization. =

Synic

Local Address: Ay Local Port: | Any

Remote Address: | 192, 168.0.232 Remote Port:

Alternative Sync 1

Local Address: Ay Local Port: | Any

Remote Address: Remote Port: D

Alternative Sync 2

Specify a folder to save temporary data dump folder must exist):

Amp || Browse |

<Back | Net> || Cancel |

Specify local interface, port for Sybc interface and Heartbeat interface, if you have two NIC for each
server ,you can sepcify different address-pair for Sync interface and Heartbeat interface, if you have only

one NIC for synchronous, you can use same address for Sync and Heartbeat.

Specify the portal and port.

Press Next to continue

Mirrer Synchronization >

Synchronization Tupe

() Create mirror device with full synchronization from baze iSCS1 target

(®)iCreate miror device without sunchronization [ anual |nitislization}

£ Warning: all data on the mirrar device will be destrayed after
swnchronization,

ok || Cancel




Now, the mirror target should be synchronized to the base target, if the two targets are both the new
one and do not be initialized, we can choose Create mirror device without synchronization (Manual

Initialization), otherwise, we must choose Create mirror device with full synchronization from base

iSCSI target.

Press OK button to continue.

Create Application Wizard >

Completing the Create Applicatio
Wizard

1
o

Application name: SAN Cluster

A

Cluster type: iSC5I

Local node: ign. 2006-03 com kemsafe xenserver] Image Disk 0
Local portal: Any:Auto

Remote node: ign 2006-03.com kemsafe xenserver? ImageDisk
Remote portal: 152.168.0.232:3260

Work path: Ampl|

To close this wizard, click Finish.

< Back Finish || Cancel

Click Finish button to complete the application creation.

Creating Application on Node2

On server node2, right click Applications on the left tree of the main interface, choose Create

Application on the pop-up menu, the Create Application Wizard widow will be shown.



Create Application Wizard

Application Type &1
Select which type application that you want to create,

) Synchronous Replication

Create realtime remote synchronous replication to i5C51 target orimage file.
() Asynchronous Replication

Create realtime remote asynchronous replication to i5C5] tanget or image file.
(®){High Availability Node:

Create a high-availability iSC51 SAN node or synchronizing with other iSCS| targets.

< Back et> || Cancel

Choose High Availability Node.

Then press Next to continue.



Create Application Wizard >
L
Failover Configuration L ]
You can specify two servers to fail over each other.
Base Target
Tanget Mame Device Type
ign.2006-03.com kemsafe xenserver?. ImageDisk 0 gl
Partner Target
| | Setting |
< Back Net> || Cancel |

Check the ign...xenserver2.lmageDisk0 storage and click Setting to find the partner target.

Select i5C5| Target >
—I5C5] Source
Hast Name: |192.1 £3.0.231 | Part: | 3260
— CHAP
[ ]Use CHAP to logon
Idzer Marme:
Secret;
— Target
Target: | ign.2006-03.com kemsafe xenserverl.ImageDisk 0 W

| Digcoveny || QK || Cancel




Input the IP and port of serverl in iSCSI Source tab, and then click Discovery on the bottom of the

window to find the mirror target, choose the ign...xenserver2.lmageDisk0 in the down-list.
Press OK button to continue.

Note: If the target needs CHAP authorization, you should provide User name and secret to logon.

Create Application Wizard >
Failover Configuration {J
]
You can specify two servers to fail over each other, =
Base Target
Target Mame Device Type
ign. 2006-03 .com kemsafe xenserver?. Image Disk 0 Dlizke
Partner Tanget
ign.2006-03 com kemsafe xenserver]. Image Disk 0 | | Setting |
< Back Ned> || Cancel |

The mirror target will be added to the window, then click Next button to continue.



Create Application Wizard >

Synchronization Settings o8
l
You can specify parameters for synchronization. =

Synic

Local Address: Ay Local Port: | Any

Remote Address: | 192.165.0.231 Remote Port:

Alternative Sync 1

Local Address: Ay Local Port: | Any

Remote Address: Remote Port: D

Alternative Sync 2

Specify a folder to save temporary data dump folder must exist):

Amp || Browse |

1=
]
W

< Back | | | Cancel |

Specify Sync and Heartbeat interface.

Press the Next button to continue.

Mirrcr Synchronization >

Synchronization Type

() Create mirrar device with full synchronization from basze iSCS) target

(®)Create miror device without synchromization [Manual [nibialization]

c W arning: all data on the mirror device will be destroyed after
gwnchronization,

OK || Cancel |

Now, the mirror target should be synchronized to the base target, if the two targets are both the new
one and do not be initialized, we can choose Create mirror device without synchronization (Manual
Initialization), otherwise, we must choose Create mirror device with full synchronization from base

iSCSI target.



Press OK button to continue.

Create Application Wizard

Completing the Create Applicatio
Wizard

i

ol

Application name: SAN Cluster

Cluster type: iSC5I

Local nede: ign. 2006-03 .com kemsafe xenserver?. Image Disk 0
Local portal: Amy:Auto

Remote node: ign . 2006-03.com kemsafexenserver1 ImageDisk
Remote portal: 152.168.0.231:3260

Work path: /Amp

To close this wizard, click Finish.

pod

< Back Fish | | Cancel

Click Finish button to complete the application creation.

Configuring XenServer

Log On to XenServer

Open XenCenter.




° KenCenter

File  View Pool Server VM  Storage

e Back - Forward ~ Add New Server

Templates Tools Help

Mew Pool % Mew Storage Mew VM \¢ ) Shut Down Reboot U Suspend

Q |° XenCenter

|ﬁ Infrastructure

F Objects

i‘!ﬁ Organization Views
O‘ Saved Searches

; Motifications o

Home

Search

Citrix XenServer

Industry leading, open source platform for cloud, server and desktop virtualization

=

= T X%

LEARN ADD PURCHASE TRY
about using a server support Desktop
XenCenter Virtualization

Community Support Partners

= MNetwork with other XenServer users
= Visit the Citrix Knowledge Center

= Learn more about partner offerings

Click Add New Server in the tool bar.

Add New Server dialog is shown.

9 Add Mew Server

Enter the host name or IP address of the server you want to add
and your user login credentials for that server,

Servern

User login credentials

User name: |r|:u:|t |

Password:

192.1 58.0.231

Add Cancel




Input IP address / Name with which running Xen Server, User name and password.

Press the Add button to continue.

Repeat the steps to add another server.

Enter the host name or IP address of the server you want to add
and your user login credentials for that server,

€9 Add New Server ? X

Server: |192.168.D.232

User login credentials

User name: |r|:u:|t

Password: |"""|

Add Cancel

The XenCenter which is connected by XenServers is shown as follows.




£ KenCenter - O X
File  View Pool Server WM Storage  Jemplates Tools Help
e Back - (} Forward ~ @ Add New Server Mew Pool =] Mew Storage E New VM @ Shut Down % Reboot O Suspend
Search... Q | I% xenserverl Logged in as: Local root account
B fit XenCenter General Memory Storage Networking NICs Console Performance Users  Search
o B ]
£ DVD drives Server General Properties
Local storage
) Removable storage
Properties Expand all Collapse all
= E xenserver?
= DVD drives —~ [
[E.9]
Local storage General | —
5 Removaestoge
Description: Default install of XenServer
Tags: <MNone>
Folder: <MNone>
Enabled: Yes
iSCSIOM: iqn.2016-05.com.example:067df5c4
Log destination: Local
Server uptime: 48 minutes
Toolstack uptime: 46 minutes
uuID: 1b236af7-4a54-4655-9d0f-2d5745d4d47e
Management Interfaces (»)
|ﬁ Infrastructure
DNS hostname: xenserver]
F Objects
Management interface: 192.168.0.231
i‘!ﬁ Organization Views -
O‘ Saved Searches - Memory | -
; ertes (1) Version Details
v

Enable Multipathing

Before to add storage, we must ensure that the Xen Server have enabled multipathing, we should to this
by entering maintenance mode and change this property, click Server->Enter Maintenance mode, the

following window is shown.




€3 Enter Maintenance Mode - xenserver2 ? >

~ =1 This operation will migrate or suspend all VMs running on this server and transition it
into maintenance mode,

Virtual machines on this server:

| Enter Maintenance Made | Cancel

Click Enter Maintenance button, the server will enter maintenance mode.

Click Server->properties, click Multipathing on the left panel of the pop-up window, the following

window is shown.



9 ‘xenserverd' Properties

1]

General
xenserverd

Custom Fields
<Mane>

Alerts
Mone defined

Email Options
Mone defined

Multipathing

Active
Power On

<Mone>

Leg Destination
Local

Multipathing

Dynamic multipathing support is available for some types of storage repository.

The server must be in Maintenance Mode before you can change its multipathing setting. This ensures that any
running virtual machines with virtual disks in the affected storage repository are migrated before the changes are

made.

Enable multipathing on this server

Cancel

Check Enable multipathing on this server and press OK button to exit, this server has now enabled

multipathing.

Repeat the same setups on another xenserver node.

Add iSCSI storage device into XenServer

Click New Storage, New Storage Repository dialog is shown.




9 MNew Storage Repository - xenserver] — x
Choose the type of new storage e
_ Virtual disk storage iscst
MName
() NFS iSCSI or Fibre Channel access to a shared LUN can be configured
Location o using LVM.
12
() Hardware HBA Using.an LVM for a shared SR provides_ the same performance
enefits as a unshare or local disk storage but also enables
benefit hared LVM for local disk storage but al bl
() Software FCoE WM agility.
IS0 library
() Windows File Sharing (SMB/CIFS)
() NFS|S0
b L]
CiTRIX
< Previous Mext > Cancel

Select iSCSI, press the Next button to continue.



9 MNew Storage Repository - xenserver]

What do you want to call this Storage Repository?

Type

Location

Provide a name and a description (optional) for your SR,

MName: iSCSI virtual disk storage

Autogenerate description based on SR settings (e.g., IP address, LUN etc.)

Description

< Previous Mext >

Cancel

Type storage Name and press the Next button to continue.




9 MNew Storage Repository - xenserver]

Enter a path for your i5CSl storage 9
Type Provide a target host for your iSCSI storage, indicating your target ION and your target LUN
before proceeding.
MName
Target host name/IP address: |192.168.0.231,192.168.0.232| |: [3260
[] Use CHAP
Scan Target Host
2 L]
CiTRIX

< Previous Cancel

Input IP address and port (if not 3260) of the two servers, If the target you want to connect to has CHAP

Authentication, check Use CHAP and input user name and secret.

Press the Scan Target Hosts button, a list of Targets in drop-down control is shown.




Type

MName

CiTrRIX'

9 MNew Storage Repository - xenserver]

Enter a path for your i5CSl storage

Provide a target host for your iSCSI storage, indicating your target ION and your target LUN
before proceeding.

: Target host name/IP address: |192.168.0.231,192.168.0.232 |: [3260

[] Use CHAP

Scan Target Host «

iSCSl target
Target [QMN: | = (192.168.0.231,192.168.0.232:3260)
Target LUN: | LUM 0: 01D25063698D0680: 78.1 GB (KernSafe)

< Previous Einish

v
v

Cancel

Select *(192.168.0.231, 192.168.0.232:3260) and LUN O: ... Target LUN in the list.

Press the Finish button to continue.

The following dialog is shown, press the Yes button to proceed.

Location

!.\'

et

Creating a new virtual disk on this LUN will destroy any data present. You
must ensure that no other systemn is using the LUN, including any
XenServers, or the virtual disk may become corrupted while in use,

Do you wish to format the disk?

Now Xen Server is carrying on a series of operations, such as Creating SR, to create data structures

required by data repositories.




HenCenter

Creating SR

T Cancel

Sorted! You now see an iSCSI storage device successfully added into Xen Server.

9 HenCenter

- O X
File  View Pool Server VM Storage Templates Tools  Help
e Back - O Forward ~ @ Add New Server MNew Pool @ MNew Storage ﬁ New VM v\ Shut Down ;.3 Reboot U Suspend
Search... Q| | iSCSI virtual disk storage Logged inas: Local root account
= ﬁ_} XenCenter :
= Ii xenserver]
=4 DVD drives

kg Local sterage
% Removable storage
= Ii xenserver?

Expand all  Collapse all

=4 DVD drives =
(~)
Sl virtual disk storage e | @
% Local storage | virtual disk storage
% Removable storage
Description: iSCSI SR [192,168.0.231 (ign.2006-03.com. kernsafemenserver] ImageDisk; LUM 0: 01D1BATFDE153600: 78.1
GB (KernSafe]]]
Tags: <Mone=
Folder: <MNone>
Type: LVM overiSCS|
Sizes 4 MB used of 78,1 GB total (0 B allocated)
SCSIID: 201d1ba7fdel53600
uuID: 3dalc2c5-f3c0-66c8-36be-301edecf3afd
Status (=)
State: OK
|ﬁ Infrastructure xenserverd: Connected
R Objects —
Multipathing &
i%i Organization Views -
xenserverd: 1 of 1 paths active (1i5C5l sessions)
O Saved Searches -
-
‘ Notifications o




£ KenCenter - O X

File  View Pool Server WM Storage  Templates Tools Help

e Back - Q Forward ~ @ Add New Server MNew Pool @ MNew Storage ﬁ New VM \f) Shut Down k‘-g Reboot U Suspend

[

earch... Q| | 5

[l {r XenCenter

= E xenserver]
£ DVD drives Storage General Properties
Local storage

£ Removable storage Expand all  Collapseall

= E xenserverd

iSCSI virtual disk storage Logged inas: Local root account

General Storage Search

= DVD drives P
)
15C5! virtual disk storage e | —
£ Local storage Mame: iSCSI virtual disk storage
Q Removable storage . . . .
Description: i5CSI SR [192,168.0.231 (ign.2006-03.com.kernsaferxenserver].ImageDisk; LUN 0: 01D1BATFDE133600: 78.1
GB (KernSafe))]
Tags: <MNone>
Folder: <MNone=
Type: LVM over iSCSI
Size: 4 MB used of 78.1 GB total (0 B allocated)
SCSIID: 201d1ba7fde153600
UuiD: 3dalic2c5-f3c0-66c8-36be-301edecfSafd
Status (a)
State: oK
|ﬁ Infrastructure xenserver?: Connected
R Objects —
Multipathing &)
i‘!ﬁ Organization Views -
xenserver?: 2 of 2 paths active (1 i5C5| sessions)
O Saved Searches -
b
4 Matifications o

At the bottom of this interface you can see there are 2 of 2 paths active.

If by some reasons you will see only 1 path active, go back to your server console and type:

# /opt/xensource/sm/mpathcount.py

This causes to refresh multipath status in virtual storage.




[rootPlocalhost etclit sopt-xensourcessmsmpathcount.py
[root@localhost etclit ]

After you will do it, you should be able to see proper 2 out of 2 paths active.

You can type:
#multipath |

[root@xenserverZ  1# multipath -11
ay 31 13:36:25 | multipath.conf livne 12, invalid keyword: polling_interval_ 10
F01d1ba?fdel153600 dm-1 KernSafe, i3C51 adapter
ize=78G features="0" huhandler="0" wp=ru
I-+— policy="round-robin @' prio=1 status=enabled
I - 12:0:0:0 sdc 8:32 active ready rumming
“—+— policy="round-robin @' prio=1 status=enabled
- 13:0:0:0 sdd 8:48 active ready ruming
[root@xenserverZ ~1# ||




Create Pool in XenServers

Click on the Pool->New Pool... menu item then Create New Pool dialog shows.

€3 Create New Pool ? >

To create your pool provide a name and select which servers you would
like to be added to the pool,

Mame: |NEW Pool |
Description: | | (opticnal)
Servers
Master: | xenserver? -

Additional members:

xenserver? Master

xenserver]

E;. Add Mew Server

Create Pool Cancel

Type Name and Description and select the both server, then click the Create Pool button to
create pool.



9 Configure HA

Heartbeat SR
H& Plan

Finish

CiTRIX'

]i]| HA configuration prerequisites

Welcome to the Configure HA wizard
This wizard helps you configure HA (high availability) on a XenServer rescurce pool,

Before you begin, ensure that the following requirements are satisfied for all servers and virtual machines in the
pool

» Shared storage must be available, including at least one i5C5I, NFS or Fibre Channel LUN of 336ME or greater,
This LUN will be used for the heartbeat SR. If you are using a Steragelink SR, then you should manually provision a
separate i5C5l, NF5 or Fibre Channel LUN to use for the heartbeat.

= Allthe virtual machines you want to protect with HA must be agile.

We strongly recornmend the use of a bonded management interface on the servers in the pool if HA is enabled,

and multipathed storage for the heartbeat SR,

To continue, click Mext.

=

ext = Cancel

Press the Next button to continue.




9 Configure HA

@ Choose a heartbeat SR

o

Prerequisites

Select a heartbeat SR that will be used to monitor the availability and health of servers in the pool. Heartbeat SRs
Heartheat SR must use shared storage.
HA Plan Storage repository Description Comment
Finish i5CS| virtual disk storage iSCSI SR [192.168.0.221 (ign.2006-0...
E L]
CiTRIX

| < Previous | | Mext = | | Cancel

Select the iISCSI storage as hartbeat SR and press the Next button to continue.



9 Configure HA

Prerequisites

Heartbeat SR

Finish

HA restart priority: -
Start order: =

Attempt to start next VM after: > | seconds

ci-rnlx* How can | increase the maximum failover capacity?
-

]ﬂ| Configure the HA restart priority, restart order and delay interval for the VMs in this pool

¥ Hais guaranteed. The maximum number of server failures that HA can protect against is 2.

Start order Delay interval ~ Agile

Server failure limit

You can specify the number of server failures you
need to be able to tolerate in the pool.

Failures tolerated: 25 (max=2)

< Previous MNext = Cancel

Specify HA settings, and press the Next button to continue.




9 Configure HA

Prerequisites
Heartbeat SR
HA Plan

CiTRIX'

]ﬂ| Review configuration and activate HA

Review the final HA configuration below. You can press the Finish button to enable HA with this configuration or
use the Previous button to alter the configuration.

Configuration summary

Heartbeat 5R: iSC5l virtual disk storage
Failure tolerance: 2

Restar: 0VMs

Restart if possible: 0VMs

Do not restart: 0 VMs

< Previous Finish Cancel

Press the Finish button to finish creating pool.



° RenCenter

File View Pool Server
eBack - Forward ~
Searct

VM

@ Add New Server

Storage

Templates  Tools

Mew Pool ¥

Help

| Mew Storage E Mew VM :\ ) Shut Down X; 3 Reboot U Suspend

cy|

iSCSI virtual disk storage

Legged in as: Local root account

[l {r XenCenter
= New Pool
=] E xenserver?d
% DVD drives
£ Local storage

=] E xenserver]
% DVD drives
£ Local storage

% Removable storage

% Removable storage
Sl virtual disk storage

|ﬁ Infrastructure

F Objects

i‘!ﬁ Organization Views
O‘ Saved Searches

; Matifications @

General

Properties

General
Mame:

Description:

Tags:
Folder:
Type:
Size:
SCSIID:

UuID:

Status
State:
xenserverd:

xenserverl:

Multipathing
xenserverd:

xenserverl:

Storage  Search

Expand all  Collapse all

Ll

i5C5! virtual disk storage

i5CSI SR [192.168.0.231 (ign.2006-03.com. kernsaferxenserverl.lmageDiskl; LUM 0: 0101BATFDE153600:
78.1 GB (KernSafe))]

<MNone>

<MNone=

LVM over iSCSI

520 MB used of 78.1 GB total (316 MB allocated)
201d1ba7fde153600

3dalc2c5-f3c0-66c8-36be-301elecf5afd

oK
Connected

Connected

2 of 2 paths active (1i5C5| sessions)

Mot active

Create a virtual machine

Click New VM on Xen Server console.

Select Windows 7 x64 in the following wizard.




£ New VM -
@J Select a VM template 7]
Mame
MName Category &
Installation Medi
nstafiation Media 22 Windows 7 (32-bit) Windows
Home Server & Windows 7 (64-bit) Windows
CPU & Memory 2% Windows 8 (32-bit) Windows
Storage £2 Windows 8 (64-bit) Windows
MNetworking -.r,}' Windows Server 2003 (32-bit) Windows
Finish -'r} Windows Server 2003 (84-bit) Windows
-'r} Windows Server 2008 (32-bit) Windows
-'r} Windows Server 2008 (64-bit) Windows
-'r} Windows Server 2008 R2 (84-bit) Windows
-.r}' Windows Server 2012 (64-bit) Windows
-.r}' Windows Server 2012 R2 (64-bit) Windows
-.r}' Windows Vista (32-bit) Windows
| RTTI P A e PPTE 4
Ci'l'll!x' [] Copy host BIOS strings to VM
< Previous MNext > | | Cancel

Input the desired name and description.



€3 New VM - *
ﬁ:_!l Name the new virtual machine 9

Ternplate Enter a name that will help you to identify the virtual machine later. This could be a name that describes its
software and hardware such as RHEL DHCP Server, Win2K3 XenApp Server or Exchange 2007 Client Access
_ Server, This name will also be displayed in XenCenter's Resources pane and can be changed later.
Installation Media

You can also add a more detailed description of the VM, if you wish,
Home Server

CPU & Memary Name: Windows 7 (64-bit) (1)
Storage Description:

MNetworking

Finish

CiTRIX

< Previous Cancel

Press the Next to continue.

Select installation media for operating system.



€3 New VM

@ Locate the operating system installation media

Template Select the installation method for the cperating system software you want to install on the new VM,
MName
Installation Media (®) Install from 150 library or DVD drive:
Home Server DVD drive 0 on xenserverl ~|  Mew 50 library...
CPU & Memaory
() Boot from network
Storage
MNetworking
Finish
5 L]
CiTRIX

< Previous MNext > Cancel

Choose physical DVD Drive on XenServer.
Press the Next button to continue.

Specify the number of CPUs and memory size.



€3 New VM

]ﬂl Allocate processor and memory resources

Ternplate

to the new virtual machine.
Mame

Installation Media Number of vCPUs:

Home Server

CPU & Memory

Storage

Topology:
Memuory:

MNetworking
Finish

CiTRIX'

1E

1 socket with 1 core per socket

1024[= me

< Previous

Mext >

Cancel

Specify the number of virtual CPUs, their topology and the amount of memory that will be initially allocated

Select number of vCPUs.
Specify initial memory size.
Press the Next button to continue.

Select storage device.




€3 New VM

ﬁ?_l Configure storage for the new VM

o

Ternplate
Mame
Installation Media

Home Server

The virtual machine template you selected earlier provides the virtual disks listed below. You can change the

properties of these virtual disks, and add more disks if required.

Alternatively, you can select the second ocption below to create a diskless VM that can be booted from the

network and does not use any virtual disks,

CPU & Memory ‘;":hen you have finished configuring disks for the new virtual machineg, click Next to continue to the next
ep.
] ®) Use these virtual disks:
MNetworking
. Location Size Shared Add...
Finish
SCS5l virtual disk storage 24GB  True e
Properties
5 L]
CiTRIX
< Previous Cancel

First you see an iSCSI Virtual disk storage device, which is previously create. It is Xen Server’s default
storage device. If you want to add other virtual disk, press the Add button.

Select iSCSI virtual disk storage... and then press the Next button, the Disk Settings dialog is shown.




€3 New VM - *
|ﬂ| Ready to create the new virtual machine g
Template All the necessary information has been collected and the wizard is ready to provision the new virtual
Mame machine using the settings shown below.

Installation Media Review these settings, then click Previous if you need to change anything. Otherwise, click Create Now to
create the new VM. It may take several minutes to create the new VM.
Home Server
CPU & Memory Name Windows 7 (64-bit) (1) A
Storage Install Method CD
Metworking Installation Source  DVD drive on xenserver]
vCPUs 1
Topology 1 socket with 1 core per socket
Memory 1024 MB
Disk 0 24 GB
Network Interface 0 Metwork 0 v
ci-rnlx* Start the new WM autormatically
-
< Previous Cancel

Specify the size of the new virtual disk.
Press the OK button to finish the wizard.

A virtual machine is built.
Note that before Version6.5 in the Storage labels of your virtual machine, you need to exchange the

position of iSCSI Virtual Storage and Local Storage (make sure iSCSI Virtual Storage at position 0) so that

the operating system can be installed on this iSCSI device.

Install Operating system

Run the virtual machine and set up the operating system.

The process is just like that on real machine.



€3 XenCenter - a X
File View Pool Server VM Storage Templates Tools Help

€ Back - () Forward - | [ Add New Server

New Pool a New Storage @ New VM (C ) Shut Down 5 3 Reboot \") Suspend @ Force Shut Down

Search Q.|| @ Windows 7 (64-bit) (1) on "xenserver-mvrkokbj' Loggedinas: Local root account
@ fa XenCenter General Memory Storage Networking Console Performance Snapshots Search
= §5 New Pool
=] E xenserver-lznbflak

£54 DVD drives
5 Local storage
51 Removable storage
=] E xenserver-mvrkokbj
(Y indows 7 -bi) ()
= DVD drives
&5 Local storage
£51 Removable storage
iSCS! virtual disk storage

¥ Install Windows

-

Windows 7

Time and currency format: [ZRTRNIINITS T

Keyboard or input method

Iﬁ NETa IO e Enter your language and other preferences and click "Next* 1o
& Objects ston Al el

‘%‘ Organization Views -

O‘ Saved Searches -

‘ Notifications )

Send Ctrl+Alt+Del (Ctrl+Alt+Insert) Scale ;\ Undock (Alt+Shift+U) | | | Fullscreen (Ctrl+Enter)




€3 XenCenter - a X

File View Pool Server VM Storage Templates Tools Help

Back ~ Forward ~ @ Add New Server New Pool B New Storage @ New VM (C ) Shut Down 3 Reboot \\) Suspend @ Force Shut Down

h Q|| [@ Windows 7 (64-bit) (1) on "xenserver-mvrkokbj' Logged inas: Local root account |
= {3 XenCenter
= §5 New Pool

= E xenserver-lznbflak DVD Drive 1:

g DVD drives

5 Local storage

51 Removable storage
= E xenserver-mvrkokbj

7Y Windows 7 (64-bit) (1)] @ Install Windows

= DVD drives

&5 Local storage

£51 Removable storage

iSCSl virtual disk storage “

Searc

General Memory Storage Networking Console Performance Snapshots Search

s
Windows 7

what to know before installing Windows

|ﬁ Infrastructure Repair your computer

.I’ Objects pyrght € 2009 Microsoht Corporation. Al fights resenved

‘%‘ Organization Views -
O‘ Saved Searches -

‘ Notifications )

Send Ctrl+Alt+Del (Ctrl+Alt+Insert) Scale 5 Undock (Alt+Shift+U) | | | Fullscreen (Ctrl+Enter)

Press the Install Now button to install OS.



° RenCenter

[l {r XenCenter

Legged in as: Local root account

- O X
File  View Pool Server WM Storage  Templates Tools Help
€ Back - () Forward - | [ Add New Server New Pool £ New Storage ] New VM (@) shutDown (3 Reboot ([} Suspend (@) Force Shut Down .
Search... QH @ Windows 7 (64-bit) (1) on 'xenserver-mvrkokbj'

= New Pool

=] E xenserver-lznbflak
@ DVD drives
£ Local storage
% Removable storage

= E xenserver-mvrkokhbj
[ Winion 1 oo 0)
=3 DVD drives
% Local storage
% Removable storage

General Memory Storage Metworking Console Performance Snapshots Search

Where do you want to install Windows?

Name
15051 virtual disk storage

i Disk 0 Unallocated Space

Total Size Free Space| Type

240 GB

240GB ‘

#¢ Refresh

&% Load Driver

|ﬁ Infrastructure
F Objects

i‘!ﬁ Organization Views -

O‘ Saved Searches

4 Matifications o

| Send Ctrl+Alt+Del (Ctrl+Alt+Insert) |

Drive options (advanced)

Scale | &7 Undock (Alt+ Shift+U) | | | Fullsgreen (Ctrl+Enter)

Select the 24G disk. Just like that on a real hard disk.

Setup starts copying files



° RenCenter

@ DVD drives
£ Local storage
% Removable storage
= E xenserver-mvrkokhbj
[ Winion 1 oo 0)
=3 DVD drives
% Local storage

g Removable storage That's all the information we need right now. Your computer will restart several times during
stallation.
15C5! virtual disk storage " on

Installing Windows...

' Copying Windows files

Expanding Windows files (0%)
Installing features
Installing updates

Completing installation

|ﬁ Infrastructure
F Objects

i‘!ﬁ Organization Views -

O‘ Saved Searches

2 Installing Windows

4 Matifications o

| Send Ctrl+Alt+Del (Ctrl+Alt+Insert) |

Scale | &7 Undock (Alt+ Shift+U) | | | Fullsgreen (Ctrl+Enter)

- [m} =
File  View Pool Server WM Storage  Templates Tools Help
e Back - O Forward ~ @ Add New Server MNew Pool @ MNew Storage E New VM \\ Shut Down 5“: Reboot d Suspend @ Force Shut Down
Search... QH @ Windows 7 (64-bit) (1) on 'xenserver-mvrkokbj' Logged inas: Local root account
g m XenCenter General Memory Storage Metworking Console Performance Snapshots Search
= New Pool
=] E xenserver-lznbflak

Last, with all work done, we’ll see iSCSI virtual storage device in the virtual operating system.



° XenCenter

File View Pool Server VM

e Back ~ Q Forward ~ @ Add New Server

Storage  Templates Tools Help

@ New Pool @ New Storage E} New VM

(] X

@ Shut Down @3 Reboot u Suspend @ Force Shut Down

Search...

=] ﬁ:} XenCenter
B New Pool

=] E xenserverl
(Y indows 7 64-6) (1)
54 DVD drives
£ Local storage
5 Removable storage

(=] E xenserver2
53 DVD drives
£ Local storage
=3 Removable storage

iSCS! virtual disk storage

O.‘ | [E® Windows 7 (64-bit) (1) on "xenserverl’

Logged in as: Local root account

6

General Memory Storage Networking Console Performance Snapshots Search

ﬁ Infrastructure ]
& Objects

i‘!‘i Organization Views

o‘ Saved Searches

‘ Notifications G

DVD Drive 1: DVD drive 0 on xenserver] hd Eject
& Computer Management (Local | Volume
4§l System Tools < (C) [ Genera | Polcies Orve | Dt
() Task Scheduler ) GSPIRMCULXFRER ENOVD { | The vokumes cortained on this disk are lsted below
] Event Viewer # System Reserved
3 Shared Folders Disk Disk 0
& Local Users and Groups Type Basic
(&) Performance Status Oniine
m;""‘“”‘“’" Partion style Master Boot Record (MER)
4 %3 Storage
Capacty 4575 M8
= Disk Management
{1 Services and Applications Unallocated space 1MB
" = Reserved space ome
Volumes
C4Disk 0 —
Basic System Rey
2400 GB 100 MB NT ) 24474 M8
Online Healthy (Sy1 = System Reserved 100 M8
4CD-ROM 0 e
CD-ROM GSPIRMCI
309G8 30968
e =
« m i B Primary partitrorr T
q = @ .’ oy g, SBAM
: .:J = T 60/2016

‘ Send Ctrl+Alt+Del (Ctrl+Alt+Insert) |

M Scale 1:] Undock (Alt+Shift+U)

| Fullscreen (Ctrl+Enter) ‘

Likewise, you may install Windows Server 2008, Windows10 and Windows Server 2012, or even any

version of Linux as you need.

By the same way, you can create more targets and create HA application to link them
together so that you can create 3 or more nodes hyper- converged solutions.
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